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Despite the numerous advantages associated with the flexible manipulators, link vibrations

stand in the way to reaping these benefits. This leads to time wastage waiting for vibrations to

decay to safe operating levels and the possibility of mechanical failure due to vibration fatigue.

This paper presents direct strain feedback vibration control by tuning the feedback gains using

artificial neural networks on a 3D flexible manipulator. Online backpropagation was developed in

MatLab Simulink and implemented in dSPACE environment for practical experiments. Results

show significant reduction in the link vibration relative to the performance of fixed feedback gain.

Key Words: Flexible manipulator, link vibrations, neural networks, strain feedback gain tuning

1 Introduction

In the recent past, robots are becoming smaller and lighter.
This is accompanied by reduction in operation cost owing to
the small size actuators used and links which are light in
weight. However, this is followed by link vibrations espe-
cially when the manipulator is operated at high speed and
with growing number of links. This stands in the way from
reaping the numerous advantages of the flexible manipulator
in terms of time wastage, lack of repeatability, lack of precision
and possibility of failure due to vibrational fatigue[1, 2].

The theory of Direct Strain Feedback(DSFB) was developed
by Z. Luo in [3, 4] and experimented with one-link flexible
manipulator. In this control scheme, the strain measured at
the root of the link is multiplied by a constant gain and the
resulting signal applied as a negative feedback. The author
show that the asymptotic stability is guaranteed and that the
technique can damp out link vibration by increasing stiffness
of the links. Similar work is presented in [5] improving on
the original idea by approaching it as a nonlinear problem.
The main advantage of DSFB is its simplicity in that the
knowledge of the plant model is not required. Loading of
the manipulator comes with additional complications which
makes the manipulator to vibrate at a slower frequency and
for vibrations to be more severe and persist for a longer period
of time [6].

In this article, artificial neural network is trained to tune the
strain feedback gain to counter strain induced by the change
of direction. Multilayer, feedforward neural network utilizing
the popular backpropagation with momentum is developed
for this task. Backpropagation method is a gradient descent
method that establishes the weight in an artificial neural net-
work. Learning is accomplished by successively adjusting the
weight based on a set of input patterns and a corresponding set
of desired output patterns. During this iterative process, an
input pattern is presented to the network and propagated for-
ward to determine the resulting signal at the output units[7,8].
The differences between the actual resulting output signal and
the predetermined desired output signal in each output unit
represents an error that is backpropagated through the net-
work in order to adjust the weights. The learning process
continues until the performance index is less than a preset
value[9, 10].

The artificial neural network program is implemented as
a Matlab s-function developed in c language and integrated
into an existing dSPACE system. Experiment is carried out

from a personal computer connected to a 3D 2 link flexible
manipulator. The experimental setup is as shown in Figure 1.

Fig.1: Experiment setup

2 Neural network formulation

The self tuning strain feedback gain configuration is a shown
in Figure 2. The plant is excited with the reference joint an-
gle signal modified by the actual joint angle negative feedback
and the link strain pre-multiplied by the feedback gain k. The
feedback gain k is tuned using artificial neural network de-
pending on the error signal e(t) due to changes in the joint
trajectory and the link root strain ε(0, t).
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Fig.2: Self tuning strain feedback gain configuration

Based on the backpropagation algorithm at the output layer

∆wjk(t+ 1) = −η ∂J

∂wjk
+ α∆wjk(t)
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and the hidden layer

∆wij(t+ 1) = −η ∂J

∂wij
+ α∆wij(t)

where

J ,
a

2
|e(t)|2 +

b

2
|ε(0, t)|2 (1)

Defining δk

δk = − ∂J

∂Netk

where
Netk =

∑
j

wjkOj + bj

using chain rule

δk = δk1 + δk2

δk1 =
∂J

∂e(t)

∂e(t)

∂k

∂k

∂Netk

= ae(t)
∂e(t)

∂k
(2)

δk2 =
∂J

∂ε(0, t)

∂ε(0, t)

∂k

∂k

∂Netk

= be(t)
∂ε(0, t)

∂k
(3)

letting the two partial derivatives(jacobi) in 2 and 3 be equal
to unity, we have

δk = a|e(t)|+ b|ε(0, t)| (4)

For the hidden layer having tansigmoid activation function we
have

δj =
∑
k

∂J

∂Netk

∂Netk
∂Oj

∂Oj

∂Netj

= −
∑
k

δkwjkf
′(Netj)

= −
∑
k

δkwjk(1−O2
j )

Thus the update rules for the weights wij , wjk and biases bij ,
bjk are given by

wij(t+ 1) = wij(t) + ηδjOj + α∆wij(t)

wjk(t+ 1) = wjk(t) + ηδkOk + α∆wjk(t)

where η and α are the learning and the momentum rates re-
spectively.

3 Results and discussion

The manipulator presented in this paper has 2-flexible links
and it has a load at the distal end. It is sitting on a rotary joint
giving three degrees of freedom. The three joints are driven by
three servomotors controlled from a personal computer run-

ning the Matlab
TM

and dSPACE
TM

applications. The neural
network has 6 inputs , 12 hidden neurons and 1 output neuron
corresponding to the strain feedback gain k.

The inputs to the network are θ(t), e(t), ε(0, t), θ(t − 1),
e(t−1), ε(0, t−1). Tansigmoid activation function is employed
in the hidden layer and linear function in the output layer. In
this experiment, we used a = 0.05, b = 0.2 and learning rate
η = 2× 10−4 and the sampling rate of 0.002. The experiment
involved moving the three joints at an angle of 20 degrees using
a step signal lasting for 10 seconds followed by returning the
links to their original position for 10 more seconds. Strain

measurement is achieved by attaching strain gauges at the
root of respective links.

Figure 3 show the link strain for the manipulator with neu-
ral network tuning and fixed gain k = 0.4.
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Fig.3: Link strain

Figure 4 show the joint trajectories for the manipulator with
neural network tuning and fixed gain k = 0.4.
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Figure 5 show the link strain for the manipulator with neu-
ral network tuning and fixed gain k = 0.4.

Figure 6 show the link strain for the manipulator with neu-
ral network tuning and fixed gain k = 0.4.
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Fig.4: Joint trajectories
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Fig.5: Feedback gains

4 Conclusion

This paper presented a self tuning strain feedback gain con-
troller for a 3D 2 link flexible manipulator using neural net-
work. Neural network successfully learned the suitable gain
for the flexible manipulator. Practical results shows that arti-
ficial neural network tuner achieves better performance than
that of achieved using fixed gain.
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