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Abstract—Fraudulent claims in motor insurance policies con-
tinue to be a big menace to insurance companies. Fraudsters are
devising new tactics of fabricating claims to make them appear
valid. This makes insurance companies register huge losses in
billions of money every year. The insurance policyholders bear
these losses through increased premiums thus having negative
social and economic ramifications. Numerous approaches have
been proposed and applied in detecting and preventing fraudu-
lent claims. The traditional approaches have become complex,
time-consuming, and with low success ratio. To improve on
fraud detection, the existing historical data can be used to train
prediction models. To optimize the performance, this data require
feature engineering to ensure only relevant features are used
and handling of class imbalance. In this paper, we propose a
model that is built on XGBoost algorithm. In data preparation,
we propose to handle class imbalance by oversampling, using
SMOTE. We aim at comparing the effect of class imbalance
and oversampling on the performance of our model. The results
obtained reveals that XGBoost performs well with SMOTE
compared to imbalanced training dataset and also compared
to other algorithms. Once the model is deployed, insurance
companies will be able to detect and identify perpetrators of
fraud and take necessary action. This will reduce their loss
adjustment expenses and thus increase their profits.

Index Terms—fraudulent claims, class imbalance, XGBoost,
SMOTE

I. INTRODUCTION

The insurance industry has its basis on risk transfer, in
which the insurer, i.e the insurance company, takes in the
financial risks that may occur to the insured, i.e the owner
of motor vehicle, in the future, in case of an accident. The
insured pays premium as monetary compensation in exchange.
Fraudulent claims in motor insurance policies continue to be
a big menace to insurance companies affecting their economic
operations.
Fraud is a deception act committed by a person or entity
being aware that it may result in benefits that are adverse
to the individual or others. By filing false documents or
crafting an accident, the insured seeks financial gain from the
insurer through a fraudulent claim [1]. Approximately 10%
of all reported claims are fraudulent [2]; but only less than
3% is legally preceded [3]. Fraud can also be committed
by agent, broker, staff, service providers, police officers, or
drivers who are not policyholders. If an insurance company
is able to identify perpetrators of fraud and take necessary

action, the customer satisfaction rate will be increased and
loss adjustment expenses reduced. The increase in customer
satisfaction will reduce instances where customers register
fraudulent claims. Reduced loss adjustment increases the profit
made by insurance companies and, reduces the premium rating
thus making insurance policies affordable. Complexity and
dynamic nature of fraudsters make it difficult to eradicate
fraud completely. Traditional approaches used by insurance
companies include anti-fraud policy [4], whistle-blowing [5],
staff rotation, and code of conduct [6]. These approaches are
complex, time-consuming, expensive, and have low success
ratio. They rely on domain knowledge, intuition, and expert’s
scrutiny.
These fraud detection techniques proposed, usually identify
abnormalities in past motor insurance claim transactions. As
the fraudsters evolve and change their tactics, these techniques
become infeasible [7]. The historical data is usually complex
and has class imbalance problem [8]. To leverage knowledge
from this data, there is a need to have a proper mechanism
for feature engineering and handle class imbalance in the data
to distinguish fraudulent claims from valid claims and reduce
the false positives.
In this paper, we propose the use of extreme gradient boosting
(XGBoost) algorithm to classify claim as either fraudulent or
not. XGBoost has the efficiency to resolve multiple computa-
tion problems in various fields. It requires less computational
resources and its performance is good. Preprocessing of in-
surance data is performed to prepare data for model training.
Also, to enhance performance of the model, class imbalance
problem is addressed by oversampling where synthetic in-
stances of the minority class are generated. A comparison
with other classification algorithms such as Random Forest,
Logistic Regression, LightGBM, indicates that XGBoost out-
performs them.
The rest of the paper is organized as follows. In section II,
we provide a review of related work in fraud detection using
machine learning algorithms. Section III presents the proposed
methodology. In Section IV, experimental results and their
discussion are carried out. Finally the paper is concluded and
future work drawn in Section V.
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II. RELATED WORK

In this section, we review some past work by researchers
who have actively worked in building and developing fraud
detection models to help mitigate this problem faced by the
insurance industry.
Many insurance companies look for ways to predict and detect
fraudulent claims to enable them take necessary action while
reducing their loss adjustment expenses. This being one of
the most interesting research areas in insurance industry and
financial world at large, various methods have been tried in
this domain from supervised learning, to ensemble learning,
to deep learning [9]. Huge amount of labelled data is used to
train a supervised learning model [10] and this model can be
used for classification and regression problems.
A fraud detection study in auto insurance by [11] used
Distance and Density Based (Nearest Neighbour) method and
Interquartile range method. With 33 features of the original
dataset, the accuracy were: SVM- 82%, Distance based-
94.4%, Density based- 35.2% and Interquartile range- 92.1%.
Upon feature selection to 7 attributes, the accuracy changes
to 82%, 99.9%, 82%, and 98% respectively. While the study
attributed performance improvement to feature selection and
also reduction of complexity of the model, it did not address
the class imbalance in the dataset used.
A study by [12] observed that the number of independent
states from the features with very high unique values could be
reduced by feature selection. In data preprocessing, categorical
values are converted to numerical and this improves the results
of the classifier. XGBoost was observed to perform better
than Decision Tree and KNN. Without resampling to balance
the classes in the dataset, F1-score of classifiers used in the
research were: XGBoost- 81%, Decision Tree- 71.86%, and
KNN- 68%.
In a comparative study for machine learning methods, [13]
compared 14 classifiers. Feature selection was based on cor-
relation. SVM classifier had a good generalization in testing
data, Bayesian Network had the highest True Negative Rate
while Ensemble methods performed best in True Positive Rate.
An ensemble learning based approach was proposed by [14]
using real-life data for impression fraud detection in mo-
bile advertising. The dataset required feature extraction and
generation since most features had different distributions.The
study applied SMOTE to balance classes in the dataset. The
proposed approach achieved an accuracy of 99.32%, with
96.29% precision and 84.75% recall. Despite good accuracy
of the model, the recall was slightly lower.
A study for credit card fraud by [15] used Sliding-Window
Method to extract some features that will assist in determining
behavioural patterns. SMOTE dataset provides better results in
the experiments compared to imbalanced dataset. The study
also provided an alternative for handling class imbalance by
use of one-class classifiers, using OCSVM. MCC (Matthews
Correlation Coefficient) metric evaluated performance of the
model. RF performed better than Logistic Regression, Deci-
sion Tree, and Local Outlier Factor.

An approach for credit card fraud detection proposed by [16],
increases classification accuracy by performing feature engi-
neering to create new attributes from existing features in the
dataset. The data remained imbalanced in the study. XGBoost
classifier performed well compared to other classifiers such
as RF, LR and DT. This good performance of XGBoost,
according to the research, was attributed to use of boosting
method in ensemble learning technique. XGBoost achieved a
higher accuracy, though it took more training and evaluation
time, than Decision Tree and Naive Bayes, in a case study for
fraud detection in automobile’s body insurance [17].
Research by [18] observed that Decision Tree had a better
efficiency than Naive Bayes and Support Vector Machine. It
had an accuracy of 92.5% while Naive Bayes had 90.28%,
and Support Vector Machine 30.28%. The dataset used had
few instances and was highly imbalanced with only 360
damage file instances where 91 were fraudulent and 269 non-
fraudulent. Class imbalance was not addressed as well as
feature engineering which would improve the performance.
A research by [19] for detecting automobile insurance fraud
used DT C4.5. The study achieved an accuracy of 93.6% and a
specificity of 93.5% implying some false positives. Some valid
cases were classified as fraudulent. Gradient boosted Decision
Tree improved performance in fraud detection for medicare
[20].
Pipelining and ensemble learning was used [21] in credit card
fraud detection. The research applied comparative investiga-
tion with different classifiers including LR,NB, KNN, MLP,
and RF. ADASYN method was used to handle class imbalance.
The Ensemble Learning and Pipelining significantly performed
better than other techniques with accuracy of 99.99% and
99.999% respectively. Random Forest was closer to them
with an accuracy of 99.7%. In pipelining approach,a series
of transformation started, followed by RF as the classifier;
this improved the accuracy. In Ensemble Learning, bagging
classification was applied with RF as the base classifier as
well. To validate the good performance, the approach could
be used in motor insurance claims fraud detection.
A study by [22] proposed an improved technique for detecting
credit card fraud. The research used Support Vector Machine
and Random Forest and a feature selection algorithm to
identify anomalous transactions.The dataset is highly imbal-
anced where only 492 fraudulent transactions out of 284,807
transactions (0.17%). Classification of transactions as either
legitimate or fraudulent was done by SVM. The research
observed that SVM based on Random Forest Classifier has
a good accuracy of 95%.
The models proposed to detect fraud in the related work reg-
ister remarkable performance. However, there are some false
positive errors where valid claims are classified as fraudulent.
Complexity of data, class imbalance, and behavioral analysis
for feature selection are some of the problems that affect the
performance of the classifiers.
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III. METHODOLOGY

In this section, we discuss our adopted methodology to
formulate the problem, collect and prepare data, build the
model and evaluate it for classifying a motor claim as either
fraudulent or non-fraudulent. The proposed methodology is
presented in Figure 1.

Fig. 1. Proposed Methodology

A. Problem Formulation

The fraud detection methods proposed typically reveal un-
usual activities in previous claim transactions. Due to dynamic
tactics and evolution of fraudsters, these techniques become
infeasible in detecting fraud. The historical data used is
complex in determining the relevant features while instances
of fraud claims are very few.
We formulate this problem as a detection function f() that maps
X to Y, where X = {x1, x2, x3, ..., xM} is a set of M input
features for an insurance claim such as the date of loss, class
policy, and type of loss, and Y = {0, 1} is a binary output
variable indicating whether the claim is fraudulent (1) or not
(0). The function will be Y = f(X, ϵ), where ϵ is an error term
representing the effect of accurately predicting the possibility
of fraud. In most cases, not the complete set X determines the
output Y. The problem is to determine a subset Xs of only
relevant features, Xs = {x1, x2, x3, ..., xm} where m < M .
The class imbalance problem occurs when a model predicts
the majority class with high accuracy but poor performance
on the minority class [23]. Such a model used a dataset with
N instances and Npos << Nneg where Npos is the number
of instances in the positive(1) class and Nneg is the number
of instances in the negative(0) class. The goal is to improve
the function Y = f(Xs, ϵ) to maximize performance on both
classes and reduce false positives by using a loss function
L(f(Xs), Y ) that aims to reduce error ϵ = |f(Xs)−Y | where
f(Xs) is the predicted class and Y is the actual class.

B. Data Collection

This involves obtaining data that is relevant for the study,
assessing its quality and having basic understanding of the

data for model training. Two datasets were considered for this
research. These datasets have several features and are labelled
with a target variable of whether a claim was fraudulent or
not. Based on the target variable, the datasets are highly
imbalanced. These makes them relevant to the study.

1) Dataset 1: This is an online dataset, obtained from Kag-
gle [24]. The dataset was published by Oracle and had been
collected by Angoss Knowledge Seeker software from January
1994 to December 1996 and stored in CSV format. It contains
32 predictor variables and a target variable, FraudFound with
values 1 when claim is fraudulent, and 0 when the claim is
valid. The features include: Insured details (age, marital status,
gender, etc), Vehicle details (make, age, price, etc), Accident
details (day, area, police report filed, witness present, no. of
vehicles involved, etc), and Policy details (type, number, year,
agency, etc).

2) Dataset 2: This is a dataset, obtained from an insurance
company in Kenya. The dataset was anonymized by the
company and it included all claims reported in the year 2022.
The dataset has 15 predictor variables including claim number,
policy class and subclass (private, commercial, PSV, etc),
policy number, loss date, report date, loss description, and
LOP amount. FraudFound is labelled either ’Claim paid’ or
’Claim repudiated due to fraud’.
The Table I below summarises the two datasets.

TABLE I
SUMMARY OF DATASETS USED

No. No. of Claims No. of Features 0 (No Fraud) 1 (Fraud)

1 15420 32 14496 (94%) 923 (6%)
2 10856 15 10286 (95%) 570 (5%)

C. Data Preparation

To ensure that the model developed from this research
produces accurate and insightful results, this step is crucial. It
involves data cleaning, transformation, handling null values,
removal of duplicate and irrelevant data, leaving only the
bits that improves the data quality for efficient and effective
classification.

1) Data Cleaning: In this stage, duplicate records and
missing values are checked. For both datasets, there are no
missing values or duplicate records.

2) Data Transformation: This involves placing data in for-
mats interpretable by the machine learning classifiers. Textual
values (strings) were converted into integer values. Using
One Hot Encoding method, categorical data is formatted into
integral data. The transformed data is then integrated with the
columns that initially had numerical values.

3) Handling Class Imbalance: The first dataset has 14,496
(94%) Non Fraud instances dominating Fraud instances
which are 923 (6%) the second dataset have 95% and
5% respectively. With the presence of such unbalanced
distribution, the classifier will tend to be biased towards the
majority class. The model will learn more about majority
class and fail to learn about minority class.
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Synthetic Minority Over-sampling Technique (SMOTE)
developed by [25] was applied. It is one of the most widely
used and effective oversampling technique [26]. SMOTE
rebalances data by creating synthetic instances of minority
class by interpolating between nearest features without adding
new information to the data.
Since our interest was on fraudulent claims (minority class),
we handled the class imbalance by oversampling. The
observations from minority class are replicated to balance
the ratio between minority and majority sample. There is
no loss of important information from the samples unlike
undersampling technique.

4) Feature Engineering: When data has high dimensional-
ity and heterogeneity, there is need to perform feature selection
[27]. The aim is to extract features from dataset that are
only relevant and contains rich details of fraudulent and non-
fraudulent claims. In this research, feature selection was done
by using filter method, where we used correlation to check
how features are relating to the output (target variable). Using
Chi-Squared Test we measured each feature’s score in relation
to target variable. The method ranked the features with respect
to their scores. Those features with low scores were dropped
[28].

5) Standardization: In this phase, the features are rescaled
to standard normal distribution with a mean of 0 and a
standard deviation of 1 [29]. This is important since the
values in features have different units and scales. It assists in
avoiding higher weightage to features with higher magnitude.
Standardization is achieved by computing z-score as below:

z =
x− µ

σ
(1)

where z is the z-score, µ is mean and σ is standard deviation.
6) Data Splitting: By convention, the data was split into

two parts: 80% training set and 20% test set for both datasets.

D. Model Building

In this phase, we used an experimental approach to develop
the models. The classifiers used are LightGBM, Random For-
est, Logistic Regression, KNN, and XGBoost. Each classifier
is trained separately by the two datasets before balancing. The
building is done in Jupyter Notebook using Python libraries
such as sklearn.linear model, sklearn.ensemble, xgboost, and
lightgbm. After training the classifiers, their testing accuracy
are evaluated using sklearn.metrics. XGBoost classifier is
observed to have a slightly better accuracy than the other clas-
sifiers and further experiment is conducted with the classifier,
incorporating SMOTE for class balancing.

E. Model Evaluation

In this phase, analysis is done to determine the appropri-
ateness of the models in detecting fraudulent motor insurance
claims. Various metrics were used for assessing the models.
The metrics include: Confusion Matrix, AUC-ROC, Precision,
Recall, F1-Score, and Accuracy.

1) Confusion Matrix: This is a common metric in predictive
analysis due to its understandability [30] and also is used in
computing other metrics. It is composed of statistics: True Pos-

Fig. 2. Confusion Matrix

itive (TP), True Negative (TN), False Positive (FP) and False
Negative (FN) which are calculated using the combination of
actual and predicted values.
True Positive (TP) is a case where the actual value was positive
(e.g., fraud) and the predicted value is also positive.
False Positive (FP) is a case where the actual value was
negative (e.g., non fraud) but the predicted value is positive.
True Negative (TN) is a case where the actual value was
negative (e.g., non fraud) and the predicted value is also
negative.
False Negative (FN) is a case where the actual value was
positive (e.g., fraud) but the predicted value is negative.

2) AUC-ROC: Area Under Curve Receiver Operating Char-
acteristic curve tells how good a model performs when used
at different probability thresholds. By default, the threshold
is usually 0.5. It is a plot between True Positive Rate, TPR
(also Sensitivity), and False Positive Rate, FPR (computed as
1-Specificity).
Sensitivity = TP

TP+FN

Specificity = TN
TN+FP

3) Precision: Precision is the percentage of correctly classi-
fied claims in relation to the total number of classified claims.
Precision = TP

TP+FP

4) Recall: Recall is the percentage of correctly classified
claims out of all classified claims. Recall = TP

TP+FN

5) F1 Score: Also known as F-Measure is the harmonic
mean of precision and recall. It ranges from 0 to 1 with 0
being worst and 1 considered best.
F1 = 2∗(Precision∗Recall)

Precision+Recall

6) Accuracy: This is the total number of correct predictions
made, divided by the total number of all predictions.
Accuracy = TP+TN

TP+TN+FP+FN

IV. RESULTS AND DISCUSSION

In this section, we evaluate the performance of our models
to detect fraud in motor insurance claims.
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In the first experiment, the preprocessed data for both datasets
was used to train the five classifiers. The experiment was done
with unbalanced datasets. Table II show the testing accuracy
of the classifiers.

TABLE II
RESULTS: TESTING ACCURACY

Model Dataset 1 Dataset 2

LR 94.01 94.43
RF 94.44 94.24

KNN 94.30 94.43
LightGBM 94.77 91.77
XGBoost 95.17 94.86

From the results, there is no specific technique that would
perform extremely better than other techniques in both
datasets. Also, in all techniques, there is no dataset that
is giving better results than the others. However, XGBoost
is observed to have slightly higher performance among the
classifiers. In view of this observation, XGBoost classifier was
used for further experiments that incorporated SMOTE. One
experiment was done before oversampling, and the other after
oversampling.
The results obtained before oversampling are as below:

Fig. 3. Confusion Matrix before Oversampling

Fig. 4. Classification Report before Oversampling

The overall accuracy for both datasets is at 95%. However,
from the confusion matrix in Figure 3, the True Negatives
are many while the True Positives are few. In both results,
in Figure 4, the model is performing well in negative class
0 with precision, recall and F1-score being over 95%. The
models performs poorly in positive class 1 (fraudulent claims)
with as low as 1% in recall for Dataset 2. The model is
able to correctly identify non fraudulent claims and unable
to identify fraudulent claims due to imbalance in the dataset.
AUC-ROC curve for Dataset 2 is at 50% as seen in Figure 5.

Fig. 5. AUC-ROC before Oversampling

SMOTE was applied on both datasets to balance the classes
and the experiment repeated with the resampled data. The
results obtained after oversampling are as below:

Fig. 6. Confusion Matrix After Oversampling

Fig. 7. Classification Report After Oversampling

Fig.  8.  AUC-ROC  After  Oversampling

  From  the  confusion  matrix  in  figure  6,  the  True  Positive
instances  have  increased.  The  model  is  now  able  to  detect  pos-
itive  claims  after  oversampling.  The  number  of  false  negatives
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and false positives have reduced slightly.The overall accuracy
increases from 95% in Dataset 1 and Dataset 2 to 98% and
97% respectively. Performance of class 1 also improved to
as high as recall of 94% in Dataset 2. AUC-ROC curve for
Dataset 1 increased from 97% to 99% while that of Dataset 2
increased from 50% to 83%. The oversampling did not affect
performance of class 0.

V. CONCLUSION AND FUTURE WORK

In our study, we investigated fraud detection in motor
insurance using XGBoost algorithm with SMOTE. The perfor-
mance of the proposed model is compared to state-of-the-art
solutions, and XGBoost without SMOTE. The algorithms are
evaluated for different metrics. The results show that XGBoost
classifier, combined with SMOTE to handle class imbalance,
has better performance in detecting fraudulent claims. For
future work, we will experiment with different insurance
datasets and other insurance-related prediction problems to
validate XGBoost’s performance and ensure there is no false
positive or false negative. By using it as a base classifier, a
series of transformations can be performed on the training
process to improve model’s performance. When the model is
deployed in the insurance industry, they will be able to identify
perpetrators of fraud and take necessary action. The customer
satisfaction rate will be increased and loss adjustment expenses
reduced. The increase in customer satisfaction will reduce
instances where customers register fraudulent claims. Reduced
loss adjustment increases the profit made by insurance com-
panies and, reduces the premium rating thus making insurance
policies affordable.
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effect of feature selection on credit card fraud detection success,” in 2021
29th Signal Processing and Communications Applications Conference
(SIU), 2021, pp. 1–4.

66

Authorized licensed use limited to: Dedan Kimathi University of  Technology. Downloaded on November 30,2023 at 07:15:16 UTC from IEEE Xplore.  Restrictions apply. 


